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Rational Zeros via Eigenvalues and Eigenvectors
e The Eigenvalue Method
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Standard References

Books are like imprisoned souls
till someone takes them
down from a shelf and frees them.

(Samuel Butler, 1875-1941)

M. Kreuzer — L. Robbiano: Computational Commutative Algebra 1, ~ Springer (2000)

M. Kreuzer — L. Robbiano: Computational Commutative Algebra 2, Springer (2005)

The new book took six years to be completed.
M. Kreuzer — L. Robbiano: Computational Linear and Commutative Algebra,  Springer (2016)

It is dedicated to the memory of our friend Tony Geramita who passed away on
June 22, 2016.
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Sources and Motivation 1

Figure: Daniel Lazard

Stickelberger’s Eigenvalue Theorem (1920) in Number Theory,
rediscovered in the context of commutative algebra by Lazard (1981).

Let P/I be a zero-dimensional affine K-algebra, let f € P and ¥ the
corresponding multiplication map of P/I.

o If there exists a point p € Zx(I) then f(p) € K is an eigenvalue of 9.
e If \ € K is an eigenvalue of ¥, then there is p € Z(I) with A = f(p).
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Sources and Motivation 2

Figure: Auzinger Stetter Moller

Auzinger-Stetter-Moller (1988,...)

Rediscovered this connection and obtained several results, mostly related to
non-exact solutions of systems of polynomial equations.
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Sources and Motivation 3

Figure: David Cox

Cox (2005)

Solving equations via algebras, in: A. Dickenstein and I. Emiris (eds.),
Solving Polynomial Equations, Algorithms and Comp. in Math. 14,
Springer, Berlin 2005, pp. 63—-124.

Mainly in the case of an algebraically closed field.
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One Endomorphism

I would like to understand things better,
but I dont want to understand them perfectly.

(Douglas R. Hofstadter 1945-)




Characteristic and Minimal Polynomials

It is my experience that proofs involving matrices
can be shortened by 50% if one throws the matrices out.

(Emil Artin 1898-1962)

Let K be a field, let V be a finite-dimensional K-vector space, and
let ¢ € Endg (V) be a K-endomorphism of V.

The polynomial x,(z) = det(z idy —¢) is called the characteristic polynomial of ¢.

Since Endg (V) is a finite-dimensional K-vector space, the kernel of the substitution
homomorphism ¢ : K[z] — K][y] given by f(z) — f(¢) is a non-zero ideal.

Definition

The monic generator of the ideal Ker(e), i.e. the monic polynomial of smallest degree
in this ideal is called the minimal polynomial of ¢, and is denoted by ., (z).
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Fitting’s Lemma

I'd like to buy a new boomerang,
but I don’t know how to throw the old one away.

Proposition (Fitting’s Lemma)

Consider the chains of K-vector subspaces of V
Ker(p) C Ker(¢?) C---  and  Im(p) D Im(p?) D---

(a) There exists a smallest number m > 1 such that Ker(¢™) = Ker(y') for all
t > m. It is equal to the smallest number m > 1 such that Im(¢™) = Im(¢")
forallt > m.

(b) The number m satisfies BigKer(¢) = Ker(¢™) and SmIm(p) = Im(¢™).

(c) We have V = BigKer(y) ® SmIm(¢p).
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Cayley-Hamilton

Cayley (1821-1895) Hamilton (1805-1865)

Theorem (Cayley-Hamilton)

Let ¢ : V. — V be a K-endomorphism of V.
(a) The minimal polynomial 1, (z) is a divisor of the characteristic
polynomial x,(z).
(b) The polynomials 1, (z) and x,(z) have the same irreducible factors, and hence
the same squarefree part.
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Generalized Eigenspaces

Let ¢ € Endg (V). We decompose its minimal polynomial and get
po(2) = pr@™ - -ps(@™

Then the characteristic polynomial of ¢ factors in this way
Xo(2) = p1(2)" - - ps(2)® with a; > m;

Definition

(a) The polynomials p;(z), ..., ps(z) are called the eigenfactors of (.

(b) If an eigenfactor p;(z) of ¢ is of the form p;(z) = z — A with A € K
then A is called an eigenvalue of .

(c) Fori=1,...,s, the K-vector subspace Eig(i, p;(z)) = Ker(pi(p)) is
called the eigenspace of ¢ associated to p;(z). Its non-zero elements are
called p;(z)-eigenvectors, or simply eigenvectors of (.

(d) Fori=1,...,s, the K-vector subspace Gen(yp, p;(z)) = BigKer(p;(¢))
is called the generalized eigenspace of ¢ associated to p;(z).
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Generalized Eigenspaces Decomposition

Main Theorem (Generalized Eigenspace Decomposition)

Let ¢ € Endg (V) and let j1,(z) = p1(z)™ - - - ps(2)™.
The vector space V is the direct sum of the generalized
eigenspaces of @, i.e. we have

V = Gen(p,pi(z)) © --- @ Gen(p,ps(2))
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Commendable Endomorphisms

When you transport something by car,

it is called a shipment.

But when you transport something by ship,
it is called cargo.

Definition

The K-linear map ¢ : V — V is called commendable (or non-derogatory) if, for
every i € {l,...,s}, the eigenfactor p;(z) of ¢ satisfies

dimg (Eig(, pi(z))) = deg(pi(z))

Equivalently, we require that dimgp;/(,()y (Eig(g, pi(z))) = 1 fori=1,...,s.

Main Theorem (Characterization of Commendable Endomorphisms)

Let ¢ : V. — V be a K-linear map. Then the following conditions are equivalent.
(a) The endomorphism @ is commendable.
(b) We have p,(z) = Xx(2).
(c) The vector space V is a cyclic K|z]-module via .
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Families

of
Commuting Endomorphisms

They are strange types of families,
with no fathers, no mothers, no children.
Their only concern is to be commutative.




Commuting Families of Endomorphisms

Morally speaking,
matrices should not commute.

Definition

Given a set of commuting endomorphisms S of V, we let F = K|[S] be the
commutative K-subalgebra of Endg (V) generated by S and call it the family of
commuting endomorphisms, or simply the commuting family, generated by S.

Since Endg (V) is a finite-dimensional K-vector space, also F is a finite-dimensional
vector space hence a zero-dimensional K-algebra.
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Dimension

Schur (1875-1941) Jacobson (1910-1999)

Let F be a family of commuting endomorphisms of V. The dimension of F as a ring
is zero while dimg (F) is the dimension of the family F as a K-vector space.

Example

If ¢ € Endg (V) and F = K|[p], we have dimg (F) = deg(,(2))-
Therefore, it is < dim(V), with equality if and only if ¢ is commendable.

|

v

e The maximal dimension of a commuting family was determined by J. Schur and
N. Jacobson a long time ago: it coincides with [d” /4| + 1 for d = dimg(V).
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Dimension II

Let V = KO, and let F be the K-algebra generated by {idy } and the set of all endomorphisms of V whose
matrix with respect to the canonical basis of V is of the form (g ’8) with a matrix A of size 3 X 3. Then the

family F is commuting, since we have (g g) (g g) e (g g) (8 ’3) = (8 8) for all matrices A, B of size 3 X 3.

Here we have dimg (V) = 6 and dimg (F) = 10 = 6?/4 + 1, the maximal possible dimension.

In 1961 Murray Gerstenhaber proved that if the
family F is generated by two commuting
matrices, the sharp upper bound for the
dimension of F is dimg (V).

© A sharp upper bound for the dimension of a family generated by three commuting
matrices is apparently not known.
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Ideal of Relations

WiFi went down for five minutes,
so I had to talk to my family.
They seem like nice people.

Let ® = (1, ..., @,) be a system of K-algebra generators of F, and let the K-algebra
homomorphism 7 : P — F be defined by letting 7(1) = idy and 7(x;) = ¢; for

i =1,...,n. Then the kernel of 7 is called the ideal of algebraic relations of ® and
denoted by Relp(P).

Relp(®) can be computed using a nice algorithm called

Buchberger-Moller Algorithm for Matrices
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BMForMat

ALGORITHM (The Buchberger-Moller Algorithm for Matrices)

Let ® = (¢1, ..., pn) be a system of K-algebra generators of F. Forevery i € {1,...,n},
let M; € Mat,y(K) be a matrix representing ¢; with respect to a fixed K-basis of V,

and let o be a term ordering on T". Consider the following sequence of instructions.

(1)
@

©)

©

Q)

LetG=0,0=0,8S=0,N =0,and L = {1}.

If L = @, return the pair (G, O) and stop.
Otherwise let 1 = min, (L) and delete it from L.

Compute #(My, . . . , M,) and reduce it against N = (N, . . ., Ni) to obtain
R = tM,....,M)) — S*_ciN;  with c; €K

If R = 0, append the polynomial ¢ — E’.‘ ¢; 5; to G, where s; denotes the i-th element of S. Remove from L all

i=1

multiples of z. Continue with Step (2).
Otherwise, we have R # 0. Append R to N and 1 — E" cisi to S. Append the term £ to O, and append to L

i=1

those elements of {xi?, . . . , x,t} which are neither multiples of a term in L nor in LT (G). Continue with Step (2).

This is an algorithm which computes the reduced o-Gribner basis of Relp(®) and a list of terms © whose residue classes

form a vector space basis of P/ Relp(®).
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Kernels of Ideals

Let I be an ideal in the commuting family F.
(a) The K-vector subspace Ker(I) = [, Ker(i) of V is called
the kernel of 1.

(b) The K-vector subspace BigKer(I) =
the big kernel of 1.

o1 BigKer(p) of Vis called

Theorem (Kernels and Big Kernels of Comaximal Ideals)

Let Iy, ..., I be pairwise comaximal ideals in the family F, and let [ =1, N --- N L.

e We have Ker(I) = Ker(1;) @ - - - @ Ker(I).
o We have BigKer(I) = BigKer(l;) @ - - - @ BigKer(/;).
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Joint Eigenspaces

I read that you can make chocolate fondue from chocolate leftovers.
I am confused. What are chocolate leftovers?

Main Theorem (Joint Generalized Eigenspace Decomposition)

Let F be a family of commuting endomorphisms of V, and
let my, ..., mg be the maximal ideals of F.

(a) We have V = @;_, BigKer(m;).
(b) The joint eigenspaces of F are Ker(m,), ..., Ker(m).

(c) The joint generalized eigenspaces of F are
BigKer(m,), ..., BigKer(m;).

Lorenzo Robbiano (University of Genoa, Italy)
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Splitting Endomorphisms

Can we find a single endomorphism such that its generalized eigenspaces are the joint
generalized eigenspaces of the family?

Definition

Let my, ..., m, be the maximal ideals of F, and let o € F. If we have the
equalities Gen(p, pm,,,(z)) = BigKer(m;) fori =1,...,s then ¢ is called
a splitting endomorphism for F.

| \

Proposition

Let F be a commuting family, and let s be the number of maximal ideals in F. An
endomorphism ¢ € F is a splitting endomorphism if and only if it has s eigenfactors.

Proposition

If we have card(K) > dimg (F) then there exists a splitting endomorphism for F.
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Brain, n. An apparatus with which we think that we think.
(Ambrose Bierce)

Special Families
of
Endomorphisms
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JF-cyclic Vector Spaces

Let S C Endg(V) be a set of commuting matrices, and let 7 = K[S]. Then V has a
natural structure as an F-module given by ¢ - v = ¢(v) forall p € F andv € V.

ALGORITHM (Cyclicity Test)

LetS = {¢1,...,or} C Endk(V) be a set of commuting endomorphisms, let F be the family generated
by the set S, and let ® = (¢y,. .., ¢r). Thenlet B= {vy,...,va} be a basis of V, and, fori = 1,...,r,
let A; € Maty(K) be the matrix representing ; in the basis B. Consider the following instructions.

(1) Using the BM-Algorithm for Matrices compute a tuple of terms O = (11, .. . ,t;) whose residue
classes form a K-basis of K[xi,. . ., x,] / Relp(®).

(2) If s # d then return "Not cyclic" and stop.

(3) Letzy,...,z4 be indeterminates. Form the matrix C € Maty(K|z1, .. ., z4]) whose columns are
ti(A],...,Ad) 0 (Z],.. .,zd)“fori =1,...,d

(4) Compute the determinant A = det(C). If A # 0, find a tuple (cy, . .. ,cq) € K? such that
A(cty. .., cq) # 0, return the vector v = c1vy + - - - + c4vg, and stop.

(5) Return "Not Cyclic™ and stop.

This is an algorithm which checks whether V is a cyclic F-module and,
in the affirmative case, computes a generator.
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Unigenerated Families

Example

Let 1, 5 be two Q-endomorphisms of V = Q7 which are given by the matrices

=
I
SO O~ OO
SO —=O O OO
[=NeNeleloNeRel
=N N eleloNoh=]
—Oo oo o oo
WO oo NNOo
|
—_

0
0
2
0 Ay =
0
0
0

SoocoCo~O
SoocOo—~OO
Sooco oo
SO~ OO
SoocoCcOoOO
[ =ReleloNeie)
SooocCocoOo

We check that AjA; = AyA;. Hence {1, ¢y} generates a commuting family

F = Qlg1, 2. We have x, (z) = g, (z) = 27, while p,, (z) = 2°, hence ¢ is
commendable and ¢, is not.

A theorem shows that F is unigenerated by ¢;, and that ¢, is polynomial in ¢;.
Using Buchberger-Moller for Matrices we find

_ 847 46 85 45 4 1 43
Ay = — 20736A 1728A 144A 2A1

Please do not try by hand!
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Commendable Families

“Have you lived in this village all your life?"
“No, not yet"
(Ambrose Bierce)

Definition

Let F be a family of commuting endomorphisms of the K-vector space V.
The family F is called commendable if we have the equality

dimg (Ker(m)) = dimg (F/m), equivalently dim r /., (Ker(m)) = 1

for every maximal ideal m of F.
If the family F is not commendable, we also say that it is derogatory.
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Dual Families

As usual, let K be a field and V a finite dimensional K-vector space of dimension d.
Recall that the dual vector space of V is V* = Homg(V, K), i.e. the set of all K-linear
maps £ : V — K. For amap ¢ € Endg(V), the dual endomorphism of ¢ is the
K-linear map ¢” : V* — V* given by ¢ (¢) = Lo .

Let F be a family of commuting endomorphisms in Endg (V).
(a) Wecall F~ = K[y™ | ¢ € F] the dual family of F.
(b) Given an ideal I of F, we call I™ = (¢™ | ¢ € I) the dual ideal of I.

Proposition

Let B = (v1,...,vq) be a basis of V, let p € Endg(V), and let Mg(yp) be the matrix
which represents p with respect to B. Then the dual map " is represented by
Mp (") = (Mp())™ with respect to the dual basis B*.

34/49
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Fundamental Results

Let F be a family of commuting endomorphisms of V.

(a) The vector space V is a cyclic F-module if and only if F ~ is commendable.

(b) The vector space V* is a cyclic F ~-module if and only if F is commendable.

Let K C L be a field extension. Then we have the following equivalences.

(a) The F-module V is cyclic if and only if Vi, is a cyclic Fr-module.
(b) The family F is commendable if and only if F| is commendable.
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“Look! I solved this puzzle in two days!”
“So what?”
“On the box it says 3—6 years”

Zero-Dimensional
Affine Algebras

Lorenzo 5 i i = i i i 36/49



Multiplication Endomorphisms

In the following we let K be a field and R a zero-dimensional affine K-algebra i.e a
zero-dimensional K algebra of type R = P/I where P = K|[xy, . .., x,].
Thus R is a finite dimensional K-vector space, and we let d = dimg (R).

Definition

(a) For every element f € R, the multiplication by f yields a K-linear

map ¥ : R — R such that J(g) = f - g forall g € R. It is called

the multiplication endomorphism by f on R.
(b) The family F = K[, . .., ¥, ] is called the multiplication family of R.
(c) Let B= (f1,...,1;) be a K-basis of R, and let f € R. Then the matrix

Mg(Vr) € Maty(K) which represents 9y with respect to the basis B is called
the multiplication matrix of f with respect to B.

Proposition

|

Let F = K[Yy,, . . ., Uy, | be the multiplication family of R.
(a) We have F = {V; | f € R}.

(b) The map 1 : R — F given by f — vy is an isomorphism of K-algebras.
Its inverse is the map 1 : F — R given by ¢ — ©(1), i.e. 95 — f.
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A Dictionary

At this point we can build a translation table, a dictionary which translates notions
from the previous chapters into notions of commutative algebra.

For instance, we can
interpret separators as joint eigenvectors,
interpret primary decomposition,

view commendable and splitting endomorphisms in terms
of weakly curvilinear and curvilinear rings,

discuss socle elements and maximal nilpotency,

00 o000

checking the Gorenstein and the Cayley-Bacharach property.
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The way to get good ideas is
to get lots of ideas
and throw the bad ones away.

(Linus Pauling 1901-1994)

Computing Primary
and Maximal Components

39/49
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Computing the Minimal Polynomial

A key tool for the computation of primary decompositions is the computation of
minimal polynomials (of elements or of endomorphisms).

ALGORITHM (The Minimal Polynomial of an Element, I) ~
Let R = P/I be a zero-dimensional affine K-algebra, letf € P, and let f be its image in P/L
The following instructions compute the minimal polynomial of f.

(1) InP[z] form the ideal J = (z — f) + I - P[z] and compute J N K[z].
(2) Return the monic generator of J N K[z].

If a K-basis B of R = P/I is known we can do better.

ALGORITHM (The Minimal Polynomial of an Element, IT) Let R = P/I be a zero-dimensional affine
K-algebra, let f € P, and let f be its image in P/I. Suppose that we know a K-basis B of R and an effective
method NFp : P —s K9 which maps an element of P to the coefficient tuple of its residue class in R with
respect to the basis B. Then the following instructions compute the minimal polynomial of f.

(1) LetL = (1).

(2) Fori=1,2,...,compute NFp(f") and check whether it is K-linearly dependent on the elements
in L. If this is not the case, append NFp(f*) to the tuple L and continue with the next number i.

(3) If there exist ¢, . . . , ¢i—1 € K such that NFg(f’) = ;‘;:) cx NFp(f*) then return the
polynomial i(z) = 2’ — Sif k2" and stop.
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Primary Decomposition over Finite Fields

3’: i & (BW

Figure: Ferdinand Georg Frobenius (1849 — 1917)
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The Frobenius Endomorphism

In the following we let K be a finite field. Then the characteristic of K is a prime
number p and the number of its elements is of the form g = p® with e > 0.

Furthermore, it is known that all fields having g elements are isomorphic. In the
following we say that a field K with p® elements represents IF.

Definition

Let p be a prime number, and let R be a ring of characteristic p.
(a) The map ¢, : R — R defined by a — a” is a ring endomorphism of R. It is
called the Frobenius endomorphism of R.

(b) Suppose that R is an algebra over the field F,. Then the map ¢, : R — R
defined by a +— a? is Fy-linear. It is called the g-Frobenius endomorphism of R.

v
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The Frobenius Space

T used to be indecisive. Now I’m not so sure.

The set

Frob,(R) = Eig(¢y,z—1) = {f €R|f!—f =0}

i.e., the fixpoint space of R with respect to ¢,, is called the g-Frobenius space of R.

Main Theorem (Properties of the g-Frobenius Space)

Let R be a zero-dimensional affine F-algebra, and let s be the number of primary
components of the zero ideal of R.
(a) We have Frob,(R) = {>_}_, ciei | c1,...c; € Fy} where ey, ... e are the
primitive idempotents of R.

(b) We have dimr, (Frob,(R)) = s.
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To steal ideas from one person is plagiarism;
to steal from many is research
(Steven Wright)

Solving Zero-Dimensional
Polynomial Systems
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Computing Rational Zeros

In this part of the book we revisit two classical methods used by numerical analysts,
the Eigenvalue Method and the Eigenvector Method.

The result of Lazard is now inserted in our general perspective, so that we show how
to compute 1-dimensional joint eigenspaces and linear maximal ideals.

An easy corollary is the following

Fori=1,...,n, the i-th coordinate of the rational zeros of a zero-dimensional
polynomial system are the eigenvalues of the multiplication mat 9.,.

The we prove the good Eigenvalue Method and we show an algorithm to compute all
the rational zeros more directly.

Using the dual families of multiplication endomorphisms we put the Eigenvector
Method in the correct perspective.
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Soving Polynomial Systems over Finite Fields

This is a huge section which uses Frobenius Spaces.

In particular it is shown how to explicitly calculate the automorphisms of a finite field.
They are easy to describe formally since the Galois group is easy, but we describe
several algorithms to explicitly compute them.

Example

Let K = o1, and let L = K[x]/(f(x)) be the field with ¢ = 101* elements defined by
flx) =x* +41x> —36x% +39x — 12.

The four K-automorphisms of L are

Identity

X 34% +20x2 —3x — 41

X 4% + 4732 —29% — 35,

X+ 34% +34% 4+ 31x +35
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Soving Polynomial Systems over the Rationals

This algorithm has been proved to work,
but has never been observed to do so.

(Alexander Barvinok, University of Michigan)

If we want exact solution, our power is very limited. For instance suppose we want
to find the smallest field which contains all the solutions to x* — x — 2 = 0.
We let f(x) = x> — x — 2 and use a nice tool called the Splitting Algebra.

Let y;,...,ys be new indeterminates, let sy, ..., ss be the elementary symmetric
polynomials in yy, ..., ys, and let P = K[yj, ..., ys]. Then the splitting algebra
of f(x) is Sf = P/(s1, $2, 83, s4 + 1, 55 — 2) and its dimension is 5! = 120.

The key is to show that Sy is a field. This is done if we find an element in Sy

whose minimal polynomial is irreducible and has degree 120.

We choose ¢ = y; + 2y, + 3y3 +4ys + 5ys in P and compute the minimal
polynomial 115(z) of its residue class £ in S;.

We get the world’s first seven star polynomial who had degree 120 and is irreducible.
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The Burj al Arab Polynomial

28501353116390344979210699634202748421752041241 600000000
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In the Last Page of the Book

One way to continue would be to find good approximations to the zeros of...

This brings us to the topics of floating point calculations and error estimates which
are well outside the scope of this volume.

A man only becomes wise when he begins to calculate
the approximate depth of his ignorance.
(Gian Carlo Menotti)

The book ends with the following sentences.

Thus we have reached the end of this book.

Or should we say that we have approximately reached the end of the book?
For sure we have reached the

end of my presentation
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